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the qualitative hand-coding of newcomer quality is that the majority of the time, these 
rejections were attributable to misunderstandings about the norms of the community. 
This result suggests that “unwanted” but not intentionally damaging contributions 
may have been handled differently in the past.

One such way of dealing with imperfect contributions without sacrificing quality is 
to “massage” them into a form that is valuable for an article. Perhaps the increasing 
use of tools that afford only two possible reactions, accept or reject, are making it more 
likely that contributions are rejected outright.

Hypothesis 2: Tool Use and Consequences
Results

Newcomer rejection. To explore the potential role of algorithmic tools as gatekeepers 
to the community, we built on the work of Geiger et al. (2012) by examining the rate 
of interaction around rejection between newcomers and the actions of algorithmic 
tools. Figure 5 shows the growing use of algorithmic tools to reject the contributions 
of newcomers in Wikipedia. The plot shows that around the beginning of exponential 
growth, which is the same time that the first algorithmic tools for rejecting contribu-
tions were released, the proportion of newcomer contributions that were rejected using 
tools rose to ~30%.

The majority of tool-based rejection of newcomers came from human-computation 
tools, tools that borrowed human judgment. This seems reasonable, given that, as 

Figure 5. Use of algorithmic tools to reject newcomers edits
The proportion of rejected first-session contributions is plotted over time for newcomers by the 
mechanism used for rejection.
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reported by Geiger (2011), there were several early controversies regarding the way 
registered editors were treated by bots that resulted in a normative framework that 
forced bot developers to tread lightly when dealing with community members.

Discussion reciprocation. For editors who revert manually, the rate of reciprocation 
has dropped slightly, from a peak of 67% in 2005 to 56% in 2010. The overall rate of 
reciprocation has dropped dramatically, since none of the major bots are programmed 
to reciprocate BRD initiations.

Curiously, Figure 6 suggests that a large number of newcomers (2,250 BRD initial-
izations from 918 unique registered editors) are attempting to enter into dialog with an 
algorithmic editor after being reverted by them. This might indicate a potential issue 
with using fully automated bots to revert contributions.

Most striking is the rate of reciprocation by users of Huggle, a stand-alone program 
that is designed specifically to allow humans to judge and revert edits as fast as pos-
sible. Editors who revert using Huggle have an average response rate of 7%, compared 
to editors who use the browser-based extension Twinkle, which has an average 
response rate of 53%—only slightly lower than editors who revert manually.

Figure 6. “Bold, revert, discuss” (BRD) reciprocation rates over time by tool
The proportion of newcomer BRD initiations that resulted in old-timer reciprocation is plotted over 
time by the algorithmic tool used.
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The Rollback feature is a sort of confluence of different revert tools since it can be 
used in the browser as well as in a variety of plug-ins and stand-alone programs to 
revert content en masse. Users of Rollback show a rate of reciprocation around 30%; 
this is in between Huggle and Twinkle, likely because of the many different ways in 
which the functionality is accessed.

Rejection and retention. To explore whether rejection via algorithmic tools is a sig-
nificant predictor for survival in Wikipedia, we included a Boolean independent vari-
able in the regressions described in Table 1. Both columns report a significant negative 
effect for tool revert on the survival of newcomers. This result suggests that reverts of 
desirable newcomer contributions by Wikipedians using automated tools exacerbate 
the negative effect of rejection on survival.

Since the exponential growth of Wikipedia, the rate at which desirable newcomers 
are reverted using tools also appears to be rising. Figure 7 shows the rise of tool-based 
rejection of newcomer contributions since starting at 0% in 2006 to 40% in 2010.

Discussion
Our analysis shows that algorithmic tools have had an increasing role in rejecting the 
contributions of newcomers. Given that Geiger et al. (2012) shows that these tools are 
also taking over the task of “welcoming” newcomers via warning messages posted on 
their talk page, this suggests that newcomers are increasingly rejected by and warned 
by not-entirely-human actors. Our results also show that when these newcomers 

Figure 7. Rate of tool-based reverts of desirable newcomers
The proportion of reverted desirable newcomers (“good faith” and “golden” combined) who were 
reverted using algorithmic tools is plotted over time.
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attempt to interact with Huggle users through the community’s preferred approach 
about their rejected contributions, they tend to be ignored. Together, we see this as a 
shift from human, personal interaction to mechanical, impersonal interaction that took 
place during the exponential growth of the community.

The regression analysis over survival shows a significant, exacerbating effect for 
the newcomers whose contributions were rejected using tools. The BRD analysis 
showcases one instance in which tool users are generally not interacting in a way 
that we assume would be positive and helpful to newcomers. Overall, we suspect 
that this impersonal, noncommunicative nature of interaction has other, possibly 
more-difficult-to-measure, implications that are exacerbating the effect of rejection 
on retention.

Bruno Latour (1988) famously analyzed the social roles of walls, doors, and pneu-
matic door closers to demonstrate the functional equivalence between humans and 
objects in producing social order. Considering that these algorithmic tools and agents 
are predominantly deployed to protect the encyclopedia from the potentially damaging 
contributions of less experienced editors, it may be more appropriate to refer to such 
algorithms as gates instead of gatekeepers. As Latour illustrates, when tasks are dele-
gated from humans to technologies (or vice versa), there are often dramatic shifts in 
social practices and responsibilities. Given how certain patterns of exclusion are 
embedded into Wikipedia’s technological and social structure (Geiger, 2011), this 
highly automated approach to policy enforcement is likely to have even farther-reach-
ing effects on the community than those we describe in this article.

Hypothesis 3: Norm Formalization and Calcification
Results

To explore Hypothesis 3, we first looked for changes in the rate of new policy creation 
following the introduction of a structured proposal process in 2005.

Figure 8 shows that growth of policies and guidelines began to slow in 2006, just 
as Forte et al. (2009) report. The results from our analysis of new policy and guideline 

Figure 8. Norm page growth over time
The change to overall length of the three norm types is plotted by year.
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proposals show that the number of new policy proposals accepted via this process 
peaked in 2005 at 27 out of 217 (12% acceptance). The year 2006 saw an even larger 
number of proposed policies but lower acceptance, with 24 out of 348 proposals 
accepted (7% acceptance). From 2007 forward, the rate at which policies are proposed 
decreases monotonically down to a mere 16 in 2011, whereas the acceptance rate stays 
steady at about 7.5%.

Existing formal norms continued to be revised and expanded through 2006, which 
closely correlates with the end of the community growth (see Figure 2). After that 
point, contribution to existing policies and guidelines begins to decline.

To look for effects of policy calcification on overall norm formalization, we com-
pared the rate of creation and contribution to formal norms (policies and guidelines) 
and informal norms (essays). We find an increase in essay creation that corresponds to 
the decline in policy creation. Sixty-nine essays were written in 2005, 164 in 2006, and 
the rate does not fall below 185 per year thereafter. This initial growth in new essays 
appears to be attributable in part to the conversion of failed policy and guideline pro-
posals: In 2006, 22% of new essays began as failed policy proposals. However, the 
percentage of essays that started out as rejected policies or guidelines decreases sharply 
to 12% in 2007 and to 1% by 2011.

Figure 8 shows that the growth of essays overtakes both policies and guidelines in 
2006 and continues to rise to 1.52 MB of new content per year by 2008. From that 
point forward, the volume of content contributed to essays remains consistently above 
policies and guidelines. The number of distinct contributors to essays over time (not 
shown) follows a similar pattern.

To look for evidence of calcification of policies against contributions, we per-
formed a logistic regression (described in the Method section) to predict the rejection 
of new contributions to all three types of formalized norm. Table 2 shows a significant, 
positive effect for the year in which contributions were made, which suggests that over 
time, contributions to all types are more likely to be rejected independent of the tenure 
of the editor making the contribution.

However, the regression also reports a significant negative interaction between the 
year in which the contribution was made and the Boolean variable that codes for essays 
with a coefficient at a comparable scale (–0.12 vs. 0.10). This suggests that for essays, 
the increasing rate of rejection is almost entirely negated. The significant, negative effect 
reported for the editor’s age (tenure) suggests that more-senior editors are less likely to 
have their contributions to norms rejected in general, but again, we see a reversed effect 
with the interaction with essay (–0.29 vs. 0.06). This suggests that newer editors are 
significantly more likely to be successful when contributing to essays.

Discussion
Our analysis shows that the documentation of new formal norms has declined, and 
it has become more difficult over time for Wikipedia editors to contribute to existing 
policy—especially editors from more recent cohorts. We offer the rising rate of 
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rejection as evidence of calcification and explain the slowing growth of formal 
norms as the likely outcome of such a process.

We see at least two consequences of policy calcification that bear directly on 
newcomer socialization and retention. First, the calcification of policy is dispropor-
tionately felt by newer editors, who see their policy edits rejected at a higher rate. 
This suggests that under Wikipedia’s current policy regime, rules are less open to 
revision by affected editors than they were during the growth period, decreasing the 
dynamic flexibility that was key to Wikipedia’s adaptive success and increasing the 
power imbalance between newer and older editors. Second, although newer editors 
are contributing more to essays—where their contributions are less likely to be 
reverted—essays are not official, enforceable rules and are not widely cited. 
Although an increase in essay writing is an encouraging sign of newer editors’ con-
tinued interest in participating in community governance, it is not an effective mech-
anism for social change. As the BRD analysis above suggests, the informal norms 
documented in essays are trumped by formal norms embedded in bots and human 
computation tools.

Conclusion
Wikipedia has changed from the encyclopedia that anyone can edit to the encyclope-
dia that anyone who understands the norms, socializes himself or herself, dodges the 
impersonal wall of semi-automated rejection, and still wants to voluntarily contribute 
his or her time and energy can edit.

Rejection of unwanted contributions is Wikipedia’s primary quality control mecha-
nism (Stvilia et al., 2005) and it works (Giles, 2005). However, as the scale has 
increased, rejection of newcomer contributions has increased, with the unintended 
consequence of driving away well-meaning newcomers. However, outright rejection 
of a contribution is not the only way to control quality. A contribution that adds some 
type of value but possibly in the wrong context, location, or formatting can be accepted 
via a rewrite. We suspect that the growing use of algorithmic tools may have affected 

Table 2. Coefficients of a Logistic Regression Over the Contributions of Registered Editors 
to Norm Pages Predicting Success (i.e., not reverted)

Variable Est. SE Pr(>|z|)

(Intercept) −1.50 .043 <.001
Editor tenure −0.29 .006 <.001
Year 0.12 .006 <.001
Essay −0.38 .135 .005
Editor tenure:essay 0.06 .019 .002
Year:essay −0.10 .019 <.001

Note: n = 120,535. Akaike information criterion = 16,801. Est. = estimated coefficient.
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a transition from rewrites to reverts because of the fact that these tools often afford 
only the decision of “accept” or “reject.”

However, these tools were instrumental in improving the efficiency and effective-
ness of managing damage and deviant users (Geiger & Ribes, 2010). Without algorith-
mic tools, substantially more volunteer effort would be needed to protect the 
encyclopedia from damage, and quality would likely suffer.

Even newcomers who make it through their initial contributions are encountering 
resistance while attempting to enter Wikipedia’s inner circle. Although Wikipedia suc-
cessfully democratized policy creation and enforcement during the time of exponential 
growth, we have shown that the community’s artifacts of governance have calcified, 
making rules less adaptable and harder to contribute to, especially for newer editors. 
These editors increasingly appear to be moving to less formal spaces to construct and 
discuss ideas about Wikipedia’s goals, processes, and organization. However, lacking 
the exposure and enforceability of policy, these contributions are unlikely to gain wide 
currency within the community, shift community norms around interacting with new-
comers, or help the community tackle issues related to the editor decline.

Although there are many lessons to be learned from the story of Wikipedia’s rise and 
decline, we conceptualize this as a case of sociotechnical gatekeeping and its conse-
quences. Wikipedia’s challenges may seem unique to its status as one of the largest col-
laborative projects in human history, but the widespread use of algorithmic tools to 
maintain social order online makes Wikipedia’s response quite relevant to a variety of 
other collaboration projects. Online communities generally must deal with how to 
enforce norms and regulate behavior. A variety of strategies can be taken to this effect. 
For example, Lampe and Resnick (2004) studied the highly distributed system of 
metamoderation and “karma” used in Slashdot to remove inappropriate comments and 
bring the most interesting and insightful commenters to the top of a discussion thread. 
Another study, by Gillespie (2010), examined the copyright infringement detection algo-
rithms used by YouTube to automate the process of identifying and removing infringing 
context. Although concerns surrounding new user retention are not as immediately 
pressing for those two websites as for Wikipedia, they show two alternative responses to 
the various issues that arise in mediating participation online. In general, the case of 
Wikipedia shows how in all mediated platforms, designers, managers, and community 
members must think about the relationship between the tools that social systems use for 
enforcement and the kinds of social activities that those tools afford and restrict.
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Notes

  1.	 See http://strategy.wikimedia.org/wiki/Editor_Trends_Study.
  2.	 See http://enwp.org/WP:FAS - http://enwp.org/WP:GAS.
  3.	 See http://en.wikipedia.org/wiki/Wikipedia_biography_controversy.
  4.	 See http://en.wikipedia.org/wiki/Wikipedia:Biographies_of_living_people?oldid=487355138
  5.	 See http://meta.wikimedia.org/wiki/Research:Newbie_reverts_and_article_length.
  6.	 Diff refers to the visual presentation of the changes made by a single edit to an article.
  7.	 See http://meta.wikimedia.org/wiki/Research:The_Speed_of_Speedy_Deletions.
  8.	 See http://meta.wikimedia.org/wiki/Research:WikiPride.
  9.	 Five raters = two researchers + three Wikipedians.
10.	 See http://en.wikipedia.org/wiki/Wikipedia:BOLD,_revert,_discuss_cycle.
11.	 See http://dumps.wikimedia.org/other/diffdb.
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