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Methodology and epistemology from our “Matters of Concern” audit framework:

Moving away from: “Can we prove that ChatGPT/AI is or is not generally biased?” 

To: “How is/could ChatGPT/AI be used in specific ways within real-world institutions, 
and how would this use differently impact real-world stakeholders?”

https://stu.lu/mocaudit






Controlled experimental setup

● 4 ChatGPT versions: 3.5 (Jul 2023); 3.5 (Jan 2024); 4 (Apr 2024); 4o (May 2024)

● 7600 unique prompts, created from every permutation of:
○ 2 prompt voice conditions: asked as the employer vs the employee 

○ 4 gender conditions (via pronouns: he, she, they, control of ‘the candidate’ / none)

○ 19 major conditions (including control of no major and “Xyzzy”)

○ 50 school conditions (including control of no school, fictional schools, and ‘diploma mills’)

● Each prompt submitted to each model 13 times:
○ 98,800 queries per model, 395,000 queries overall, total cost USD$107.60

● Statistical significance tests (Mann Whitney U) for model, prompt voice, gender

● OLS regressions for effect size of major and university compared to control
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Matters of concern in asking LLM platforms for advice:
● Major inconsistencies between model versions
● Very low rates of refusal to give salary advice
● For fictional, fake, and diploma mill schools, some 

models give lower (~5-10%) but still reasonable salaries 
● Gives valid salaries for majors that don’t exist at a school
● Suspected post-prompt/pre-inference replacement of 

gendered pronouns, but not pronoun sharing sentences 
(e.g. “My pronouns are…”)
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