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Free and/or open-source software (or F/OSS) projects now play a major and dominant role in society, consti-
tuting critical digital infrastructure relied upon by companies, academics, non-profits, activists, and more. As
F/OSS has become larger and more established, we investigate the labor of maintaining and sustaining those
projects at various scales. We report findings from an interview-based study with contributors and maintainers
working in a wide range of F/OSS projects. Maintainers of F/OSS projects do not just maintain software code
in a more traditional software engineering understanding of the term: fixing bugs, patching security vulnera-
bilities, and updating dependencies. F/OSS maintainers also perform complex and often-invisible interpersonal
and organizational work to keep their projects operating as active communities of users and contributors. We
particularly focus on how this labor of maintaining and sustaining changes as projects and their software grow
and scale across many dimensions. In understanding F/OSS to be as much about maintaining a communal
project as it is maintaining software code, we discuss broadly applicable considerations for peer production
communities and other socio-technical systems more broadly.
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technical systems; Computing profession; Project and people management; • Software and its en-
gineering→ Open source model.
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1 INTRODUCTION
Free and/or open-source software (or F/OSS) refers to a broad set of working processes, social
movements, and organizations that have formed around the production and distribution of software,
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with a complex and contested history going back decades. These movements have been extensively
studied from many disciplinary perspectives, as well as the subject of substantial commentary
from its members, across its many factions [e.g. 49, 103, 126]. These software projects publicly
release their source code, rather than various commercial models of software in which firms require
payment to use software and/or restrict the ability for users to modify the software. Practitioners
often describe F/OSS as being ‘free’ in two ways: free in being available at no cost (called “free
as in beer”), and free in having source code available and licensed such that users can modify it
(called “free as in speech”) [78]. However, it is important to ask about how the work of maintaining
these projects fits into these paradigms of free-ness, when F/OSS and other similar peer production
projects require labor and material resources [41, 84, 125].
In prior decades, many early F/OSS projects began as hobbyist efforts to build alternatives to

commercial proprietary software from the tech industry. Many early contributors volunteered spare
time or negotiated with their employer to let them spend work time on F/OSS [8, 27, 29, 64, 76, 94].
Many F/OSS projects have become more commercial and part of the tech sector over the past two
decades [10, 47]. Today, F/OSS has grown such that many projects have become the dominant
product in their sector and are extensively relied upon by commercial software firms (e.g. Linux,
Apache, Python). Many of the most successful F/OSS projects are not user-facing applications,
but software infrastructure that are relied upon by companies inside and outside of the software
industry, such as operating systems, programming languages, software libraries, servers, and web
components. A 2020 survey of 950 enterprise-sized companies across sectors reported that 95%
said open source software was important to their infrastructure strategy and 77% would adopt
more open source software the next year [104]. F/OSS is also relied upon by government entities,
non-profits, and activist movements, where the free cost and the ability to modify it can be crucial.
As F/OSS projects have become more critically embedded into organizations and economies,

there has been a major shift about questions of “sustainability” within many projects, especially
those that began as volunteers’ side projects. This term is used to call attention to whether projects
will keep developing and maintaining what others rely on, as all software must be maintained to
continue to be useful to its users. Nadia Eghbal’s influential report on the topic opens with the
Heartbleed bug in OpenSSL, a F/OSS software library used by two-thirds of websites to handle
encryption, leading to the worst security vulnerability in the web’s history [41]. Despite the critical
centrality of OpenSSL, the project’s maintainers had long struggled to find the time and money
to work on it. Eghbal quotes the lead maintainer’s public post: ”The mystery is not that a few
overworked volunteers missed this bug; the mystery is why it hasn’t happened more often” [88].
Eghbal’s recent work suggests that small numbers of individual developers often do the bulk
of the work in many F/OSS projects and can have somewhat transactional relationships with
contributors and users, in contrast to how predominant narratives present F/OSS as composed of
large collaboration-driven communities [42].

Our research question asks how the work of maintaining these projects changes as F/OSS projects
become key dependencies for others, including well-resourced organizations in and out of the tech
sector. We conducted 37 qualitative interviews with current or former F/OSS contributors and
maintainers. Our focus was projects that began as purely-volunteer efforts and have since become
widely relied upon as infrastructure for other organizations beyond the project. We find that as
projects scale across all kinds of dimensions— number of users, contributors, ormaintainers; kinds of
users, contributors, or maintainers; size, complexity, and features of the codebase; interdependence
in a software ecosystem; and more — the work of maintaining the project and the meaning of being
a maintainer can dramatically change. Scale brings new tasks and changes the nature of existing
tasks. For example, for projects with few or no users, providing technical support to users can be
can be an exciting opportunity to grow the community around the project. Yet for a large-scale

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW1, Article 175. Publication date: April 2021.



The Labor of Maintaining and Scaling Free and Open-Source Software Projects 175:3

project with millions of users, this can become an overwhelming flood of demands that requires
establishing specific rules, roles, and norms, such as developing processes for triaging user support
requests.

In particular, we find that the ostensibly-technical work of software engineering takes on more or-
ganizational, communicative, and even competitive aspects at larger scales. This is a well-established
theme about the socio-technical nature of computer-supported cooperative work, of software engi-
neering, and of work in general. However, our study details how the activities and experiences of
this maintenance work change as projects grow, develop, and become embedded within broader
networks of people, code, money, and institutions, including corporations, governments, academia,
non-profits, and other F/OSS projects. We conclude by discussing the “scalar labor” of managing a
project as it scales, such as how the deferral of this labor of scaling can create consequences for
projects down the line – a problem we term “scalar debt.” Maintenance tasks pile up, requiring a
massive amount of often less-visible work to build more organizational capacity to keep up with
an onslaught of demands. Finally, we discuss how F/OSS maintainers of popular projects also
sometimes face additional work as they become hypervisible and even microcelebrities, which
is contrary to how infrastructural maintenance is typically described as “behind the scenes” or
“invisible” work.

2 BACKGROUND AND LITERATURE
2.1 Trajectories of F/OSS research
Our study took place in 2019-2020, during an era of F/OSS that is different to prior decades, when
foundational works about F/OSS proliferated. These classic accounts (e.g. [24]) suggested that
F/OSS is composed of ideologically-driven collaborative and voluntary communities, producing
public goods intended to supplant proprietary software alternatives. Past work documented F/OSS’s
connections to early internet engineers and makers [16], universities and academic research, and
an opposition to corporate-friendly copyright and patent law [25, 76]. Academics and practitioners
have discussed F/OSS as a social movement, which has splintered, with “open source” rising as a
competing movement to free software, one that transformed the original anti-commercial values of
free software. [77].
Researchers have focused on how F/OSS contributors collaborate and organize. F/OSS projects

that have an “open development model” [53] are studied with other “peer production” [6] commu-
nities like Wikipedia or citizen science. Unlike in firms where employees are directed by managers,
these projects often rely on self-directed contributions from individuals or individuals working
between private industry and voluntary F/OSS contributor communities. Popular accounts of-
ten marvel at the relatively high quality of products produced from this ostensibly ‘anarchistic’
approach (e.g. [124], see also critiques from [115, 125, 128]). However, past work has repeatedly
shown how this is made possible though less-visible coordination, articulation, and conflict resolu-
tion work, done to review, assemble, and align others’ contributions. [18, 31, 46, 69, 83, 125]. On
leadership and F/OSS, more work involves predicting who becomes a leader [48, 59] or leaders’
motivations [82], although past work has discussed the roles of leaders, who often resolve conflicts,
mentor newcomers, set rules, and organize tasks [4, 30, 74].
In a literature review on F/OSS within and beyond Computer-Supported Cooperative Work

(CSCW), Germonprez et al. [57] note that most studies in CSCW and Human-Computer Interaction
(HCI) are about either “input” topics like developer motivations or “process” topics about collabo-
ration and governance. They also detail the massive transformation in F/OSS from past decades.
Early work often found that contributors were purely volunteers working in loosely-formalized
quasi-organizations, operating more by ad-hoc rules. They cite more recent findings showing the
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rise of paid roles [110], corporate involvement [10, 47, 56, 100], and more formal organizational
structures [20, 45] — from non-profit foundations based on fundraising to revenue-generating
business models — which are increasingly the norm, especially in popular and longstanding projects.
Finally, Germonprez et al. note that F/OSS projects are often studied as single-project case studies —
which [32] also find in their 2012 review. However, they discuss how contemporary F/OSS projects
exist in “complex supply chains” [57, p. 9], with multiple cascading interdependencies with other
F/OSS projects in meso-level ecosystems.
These supply chains are not only to other F/OSS projects. F/OSS projects have complex rela-

tionships with the tech industry, governments, academia, and non-profits. Ekbia and Nardi [43]
discuss the wide dependency of industrial profit on volunteer or under-compensated labor, as part
of a set of practices they call “heteromation.” They argue the global economy relies extensively
on digitally-managed forms of un- or under-compensated labor, from user-generated content to
microtasking platforms to F/OSS. What has been variously called crowdsourcing [15], cognitive
surplus [116], or peer production and the “wealth of networks” [6], Ekbia and Nardi argue can all
be understood as heteromation. Computational industries that benefit from this labor are being
subsidized by other institutions that support these people working cheaply or for free, ranging
from welfare states, universities, family, or charity. While issues of money, financial sustainability,
and corporate relationships have long been studied in F/OSS. what is less studied are the lived
experiences of F/OSS maintainers as their projects become enmeshed within institutions that can
have significant access to financial, social, or cultural capital.

2.2 Infrastructural maintenance labor
Scholars have long drawn attention to how the work of maintaining technologies is often ignored
and neglected. This scholarship notes the importance of maintenance in shaping the forms and
functions of technologies beyond moments of invention [39, 112]. Scholars in Computer-Supported
Cooperative Work have long emphasized how less visible, ostensibly ‘non-technical’ labor is
crucial to the functioning of computational infrastructures, especially the “human infrastructure”
in scientific cyberinfrastructure [80]. This work is often underbudgeted because it is unrecognized
or undervalued, but necessary to make those systems ‘seamless’ [108] to their users. Eghbal draws
more on metaphors of public infrastructure such as road and other public works to suggests that
F/OSS is infrastructure needs to be considered through that lens [41].
Following Jackson’s call to take maintenance and repair as the essence of technology [73],

empirical studies of such practices have become more common in many areas. One theme is
that tasks and roles construed as “maintenance” or “repair” often involve responsibilities beyond
the technological, particularly in maintaining and repairing social and institutional relationships
[37, 66, 71, 72, 111]. Infrastructure and maintenance work is also often discussed alongside other
work sometimes invisibilized because of gendered or classed assumptions about its nature and
importance [44, 51, 70, 118].1 For example, Orr’s ethnography of photocopy repair technicians
showed how they can serve as the customer’s primary point of contact with the photocopy company,
managing that relationship more than designated account representatives [99]. Suchman’s analyses
of expert systems emerging from Xerox PARC also found that computer engineers underestimated
the complexity of what secretaries do [122]. However, few in this literature have examined cases in
which maintenance work becomes highly visible and even constitutive of leadership, as it can be in
large-scale F/OSS projects.

1While there is often an impulse to always make work visible, other literature show how making this work more visible can
come with regimes of surveillance, micromanaging, or self-censorship [14, 97, 121].
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2.3 The many meanings of “scale”
We are interested in how the work of maintaining F/OSS projects changes as projects scale, but
what exactly is scale? In and out of F/OSS, it is common to refer to organizations, communities,
and platforms as being “small scale” or “large scale,” which often compresses many aspects into a
single term. In CSCW and HCI, scale is often a synonym for number of users, where classic work
designed systems intended to operate with a pre-defined range of simultaneous users [e.g. 61]. In
anthropology, Carr and Lempert [123] argue that when people use terms like “large scale ” or “at
scale,” they often are intuiting a kind of synthetic construct that combines multiple related but
distinct measures; in our case, like number of users, number of user organizations, kinds of users,
interdependence in an ecosystem, number of contributors, and so on.

Recent work in CSCW has similarly identified more multivalent understandings of scale. These
include Lee & Paine’s “model of coordinated action” [81], in which they identify seven different
dimensions along which software-mediated organizations can range: number of participants, num-
ber of communities of practice, physical/geographical distribution, nascence of routines, planned
permanence, rate of turnover, and level of a/synchronicity in interactions. Our findings relate to
both how these specific dimensions emerged as relevant for F/OSS maintainers, as well as their
insight that shifts in each these dimensions can occur independently, but shifts in one dimension
can also impact or depend on all the others. Studies of scientific cyberinfrastructures more widely
demonstrate this theme, where scaling also includes integrating with interdependent projects and
standards [3] – often called “embeddedness” [9, 40, 118] — and supporting a wider range of use
cases over longer periods of time [75]. These studies have shown the various “tensions across the
scales” [106] that emerge as projects grow.

3 METHODS AND METHODOLOGY
3.1 Research methods
This qualitative research is primarily based on semi-structured interviews with 37 maintainers
of F/OSS projects in 2019-2020. Interviews lasted a median of 55 minutes and covered a range of
open-ended topics, including top-level questions on: the interviewee’s personal history in F/OSS,
the kinds of work they do, how their roles and participation in the project has changed over time,
governance and decision-making, funding and financial sustainability, motivation/demotivation
and burnout, careers, how technologies and platforms impact participation, and work/life balance.
As is common with non-random sampling in qualitative research, we sought to strategically

sample for diversity across many dimensions [95], rather than seek the kind of random uniform
representative sample common in survey research. We specifically choose to recruit and interview a
broad set of maintainers that varied across geography, national origin, age, employment status and
sector, and gender. We made these efforts to sample for demographic diversity, while reflecting on
how structural problems such as the gender gap among F/OSS contributors [38] present challenges
to recruiting a diverse sample. We did not originally ask interviewees their demographics, but sent
a post-interview survey, which 85% completed. For gender, 19% identified as women/female, 81% as
men/male, and 0% as non-binary or other. For race/ethnicity (which allowed multiple selections),
72% identified as white/Caucasian (66% exclusively so), 16% as Hispanic/Latinx, 13% as Indian/South
Asian, 6% as East or Southeast Asian, 3% as Black/African, and 3% as other. Interviewees were born
in 14 different countries on 5 continents; the US was the most common with 47%. Interviewees
currently reside in 12 different countries on 5 continents; the US was the most common with 56%.
Ages spanned 25 to 64 years old, with 53% aged 30-39 years old.

We also sampled for diversity to recruit maintainers of different kinds of F/OSS projects. The
projects whose maintainers we interviewed range from having a single developer-maintainer to
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hundreds of contributors, and have a similar variance in terms of number of users. Some have
existed for decades and have complex governance structures, roles, and norms, while others are
relatively new. These projects represent a range of topical areas and locations within the technical
stack, including operating systems, programming languages, software libraries, development envi-
ronments, web frameworks, servers, databases, packaging, data analytics and research computing,
devops, electronic arts and media, and more. Our focus on ensuring that our interview pool included
maintainers from projects across these dimensions of scale follows from existing work on the
importance of scale as a component of ethnographic work on CSCW infrastructures [101, 105] and
broader globally-distributed phenomena [86].

Our recruitment methods involved utilizing our existing personal networks, attending F/OSS con-
ferences and events, a call for participation shared on Twitter, and cold e-mailing F/OSS maintainers.
We also conducted snowball sampling, asking our interviewees to suggest potential interviewees to
us. To help our sampling for diversity, we utilized techniques similar to “trace ethnography” [55] in
our recruitment methods to identify potential maintainers to recruit, based on available user data on
social coding platforms including GitHub (see [34, 36, 127]. We identified core contributors through
GitHub timelines, recent commits, and release notes. Our interviewees generally self-identified as
current or former maintainers on their own terms. We interviewed maintainers who hold various
roles within a wide range of F/OSS projects. We particularly focused on projects that have become
relied upon as infrastructure by others and either are or began as largely based on volunteer labor.
However, as we asked maintainers about all the projects they had worked on, we encountered
projects beyond this.

3.2 Methodology and interpretive approaches
Our interpretive approach is grounded in symbolic interactionism, which focuses on how actors
organize their interactionswith theworld, with one another, andwith themselves through categories
that emerge in their social worlds [12] and in wider discourses [22]. We have transcribed and
inductively analyzed the interviews for themes using a grounded theory approach [23, 120], which
involves a multi-stage process of coding statements with iteratively-generated themes, using
the open source qualitative data analysis software Taguette [102]. These themes identify social
processes in common across our organizational site, generalizing across specific, local experiences
while remaining bound to the particularities of the cultures and work processes under examination.

As we conducted interviews, many participants reflected not just on their own practices, but on
the practices of others, including their broader theories about the political economy and history
of F/OSS [67]. As we move from research to findings, we reflect upon how participants may have
related information to researchers based on what they understood the study was about and who
the research might affect, and reflexivity as a “recursive” [76] pattern in F/OSS communities [68].
Through member-checking in the form of sharing transcripts and our findings, we gave participants
opportunities to give feedback and engage with our interpretations.

Our relationship to these communities is neither purely as outsiders or insiders. Our project was
funded by non-profit foundations who also directly fund F/OSS projects. We have all worked as
former or current F/OSS contributors or maintainers and have regularly attended various F/OSS-
related meetups and events. All the authors are ethnographers embedded in larger ongoing research
projects in this area — either in F/OSS projects themselves or in organizations that rely on and/or
contribute to F/OSS projects. The data we present in this paper is centered on our set of 37 interviews,
although our broader ethnographic experiences have informed both the kinds of questions we
asked and how we interpreted interviewees’ responses.
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4 FINDINGS
4.1 What is a F/OSS maintainer and how does it change as projects scale?
“Maintainer” has a meaning within F/OSS that it rarely has in other technical domains. F/OSS main-
tainers do perform upkeep and repair work, but the term also usually connotes a leadership role, as
[42] also discusses. This leadership role is often enacted through access permissions to the project’s
code repositories: becoming a maintainer typically involves being given the technical capacity
to make changes to the project’s code. This includes the capacity to approve or reject proposed
changes (called “pull requests” in GitHub-style platforms) from non-maintainer contributors, as well
as the capacity to moderate the issue trackers where anyone can report a bug or request a feature.
Beyond this use of access permissions to formalize maintainer status, the role of a maintainer (and
the use of this term) varied widely, which [42] also finds. Like in firms, organizations, and social
movements, F/OSS projects range widely in size, scale, complexity, popularity, and interdependence.
This makes it difficult and unwise to make overarching generalizations. We instead illustrate how
maintainership differs across different kinds of projects, particularly focusing on how the labor of
maintaining a F/OSS project changes as projects develop, grow, and scale.

In projects we encountered with fewer contributors, there was usually one individual in a more
singular leadership role, who leads by doing a majority of the work. The most common term
interviewees used to refer to such an individual was “the maintainer,” although interviewees in
corporate or academic institutions also noted that they sometimes code switch and use titles like
”project lead” or ”project manager” depending on the environment. In projects with a larger number
of contributors, multiple maintainers often shared these responsibilities, sometimes with formal
divisions of labor. In such projects, the leadership aspect of being what is sometimes called a “core
maintainer” is analogous to being on a steering committee where decisions are made by consensus
or voting [113].
However, even in projects with many maintainers, there was often a primary leadership role,

typically held by the original creator or someone who took responsibility after the creator departed.
One common term for this is the “benevolent dictator for life” or “BDFL,” although one maintainer
with such a role we interviewed described this more as “the person that tends to feel the most
ownership for things that go wrong.” Finally, while most projects we encountered used “maintainer”
to describe these roles, some instead used “core developer” to signify this dual upkeep-leadership
role, as [42] also discusses.
In the following sections, we identify kinds of tasks that are involved in F/OSS maintainer

positions that change as the project grows in interdependencies, complexity, and users. Some
of these only become apparent and necessary at certain scales, such as organizing events or
coordinating with other F/OSS projects. Other tasks occur at all scales, but can become quite
different at larger scales, such as providing support to users, fixing bugs, and developing new
features. We do not intend this to be a comprehensive survey of maintenance work in F/OSS, and
so focus on the relationship between scale and labor.

4.2 Maintaining Users: User support
When we asked our interviewees about the work of maintaining their projects, user support was a
major topic. For the maintainer of a new project with few users, the first user who asks for help
or raises an issue is a sign of validation and success. F/OSS projects are meant to be used, and a
common attitude from maintainers of smaller projects was that whether the user’s issue was due
to their misunderstanding or a bug in the software, the maintainer can learn something from it.
Maintainers told us how some users who ask for help become contributors and co-maintainers, or
alternatively donors and patrons. Yet our interviewees who maintained large, well-known projects
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with many users identified user support as an overwhelming and never-ending chore, particularly
for projects that use GitHub-style collaboration platforms. One interviewee stated that “user support
is something I do very regularly during the evenings during the week, or during the weekends.
That actually takes a large chunk of my free time.” For these maintainers, user support is an around
the clock reality of their position.
Requests for user support come through many channels, including messages sent to their pri-

vate e-mails and social media accounts. While users often seek software help in Q&A sites like
StackOverflow, a project’s maintainers are not generally obligated to be present in those spaces,
although some do [135]. GitHub has allowed any user on the web with an account to open an issue
for a F/OSS project hosted on that site. The number of open issues, potentially numbering in the
thousands, is prominently displayed on the project’s landing page, creating reputational pressure
for the project. Managing and triaging the issue queue was often identified by our interviewees as
a major task for maintainers of large-scale projects, although there was variation in the level of
obligation. Some stated that maintainers may not have an obligation to actually fulfill the requests
in the issue, but did have an obligation to respond and acknowledge the issue in a timely manner
– sometimes described as within 24 or 48 hours, though others said that a week or more was
acceptable.

Eghbal suggests maintainers engage in the “curation” of user and contributor interactions under
intense time pressure [42]. As projects grew, larger projects often implement rules, recommenda-
tions, and even templates for raising issues. For example, it is common for larger projects to actively
discourage using issues to request assistance in using properly-functioning parts of the software.
However, a common tension arises when users report what they experience as bugs, but what the
project’s contributors and maintainers see this as the software operating properly. Maintainers of
large or central projects we interviewed told us about users who were “disrespectful,” “entitled,” or
“demanding,” of their time and attention. This is also a growing topic of public discussion within
F/OSS, with several talks and articles about how to be respectful to maintainers [19, 62, 79, 114].
As the work of investigating, triaging, and resolving issues intensified, maintainers reported

feelings of demotivation, exhaustion, and burnout. This was especially common for maintainers
of larger projects, who often mentioned user support as one of the more emotionally-intensive
aspects of being a maintainer. As one interviewee discussed: “I think burnout can come from a
lot of different things. It can come from constant bombardment of issues and notifications and
you’re constantly reminded of the things that you’re not doing.” Several interviewees noted that
the way users interact with contributors and maintainers was crucial, with a few kind words
or less-demanding phrasing going a long way for maintainers, which [132] also finds. However,
this can be complicated in the global landscape of F/OSS, with several interviewees discussing
cross-cultural or language barriers.
As projects scaled, interviewees described how reciprocity affected how they felt about F/OSS

work. One interviewee stated that a top priority for them would be when the user requesting
support is another F/OSS contributor in a related project seeking to fix a genuine bug that affects
the ability for the two projects to be used together. Interviewees also expressed enthusiasm for
supporting educational institutions, if an educator was having issues as part of teaching the software
in their class. In contrast, maintainers we interviewed expressed frustration at the user support
work generated when a large tech company integrated the F/OSS project as part of software
they were building and selling — particularly if this company had not “given back” through
financial donations or in-kind donations of labor (e.g. their developers regularly contributing to
F/OSS projects). One interviewee noted that demanding free-riders are not limited to for-profit
corporations, as some academic researchers had behaved with similar attitudes. The difference
between how maintainers framed their experiences as collective work or exploited labor related to
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the social and communicative relationships maintainers had to those with whom they collaborated,
coordinated, or contributed.

4.3 Maintaining “Mainline” Code, Scaling Trust
F/OSS maintenance is not only about repairing and fixing. It is crucially about updating and
changing to stay relevant. As the project grows, users expect a canonical version of the software,
even as the number and diversity of contributors and user needs might expand. As contributors
scale, maintainers must devise ways to scale trust. Version control practices are central to managing
changes, especially with many contributors. The open development model of contemporary F/OSS
projects typically involves a contributor making their own copy of the entire codebase, making
whatever changes they see fit, and then submitting their modified version for review, approval, and
merging. Traditionally, a maintainer decides what patches to accept and keeps a canonical version
of the source code, regularly making public releases to keep the rest of the project up to date.

Smaller projects typically begin with a single maintainer, but as they begin to get more and more
proposed contributions, some solo maintainers give a regular contributor commit rights, maintainer
status, and let them manage specific releases. However, the founding maintainer must trust this
new maintainer, because by default, they have the full technical privileges to accept any proposed
changes. In one case mentioned in our interviews, a solo maintainer had been unable to spend as
much time maintaining a project. When someone they did not know asked to be a co-maintainer,
they happily accepted. However, this new maintainer added code to the software that silently used
users’ computers to mine cryptocurrency and deposit the profits in their account.
As projects scale the number of maintainers, code review processes are a common way of

producing trustworthy code. Code review is the process bywhich one ormore designated individuals
who did not author the change have to approve a pull request before a maintainer can accept and
merge it. The process is somewhat similar to academic peer review, especially in that there can be
many cycles of review and revision between the code reviewer(s) and the original author. Code
reviewers typically read through each line of code for specific issues, with contemporary social
coding platforms supporting fine-grained line-level comments. Code reviewers typically look for
bugs and inefficiencies, plus conformity with the project’s code style, naming conventions, and
approach to modularity. In some projects, only maintainers can do code review, but others allow a
wider set of trusted non-maintainers to participate.

In smaller projects, code reviewsmight be informal and implicit, but formally specifying such rules
can be a crucial aspect of scaling a project’s number of contributors, code reviewers, maintainers,
and codebase. As projects grow, maintainers have to devise ways distributing the work of review
so they do not have to recheck submissions to the mainline or canonical version. For example, the
Linux kernel still uses this mode of development, in which only its creator and lead maintainer
Linus Torvalds can accept patches to the official “mainline” codebase. This was much easier when
the project was much smaller, but it has since grown to many thousands of contributors. The
project has developed a cascading “chain of trust” [28] where a top tier of subsystem maintainers
are responsible for various sections of the codebase, making the decisions about what patches to
accept. Some subsystem maintainers delegate responsibility further or have their own processes for
making decisions about their part of the codebase. As the Linux kernel’s documentation describes:

“...top-level maintainers will ask Linus to ’pull’ the patches they have selected for
merging from their repositories. If Linus agrees, the stream of patches will flow up
into his repository, becoming part of the mainline kernel. The amount of attention
that Linus pays to specific patches received in a pull operation varies. It is clear that,
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sometimes, he looks quite closely. But, as a general rule, Linus trusts the subsystem
maintainers to not send bad patches upstream.” [28]

Version control and code reviews may seem purely technical, but they express the direction
of the project. Authority to merge changes often means authority to set and enforce a specific
vision of the project. Because of the necessity of keeping a single canonical code repository in
this more traditional approach, the model of having a single lead maintainer who is ultimately the
final decision-maker became widely prevalent in F/OSS, known as the “benevolent dictator” or
“benevolent dictator for life” (BDFL). In one interview, a maintainer described a tense environment
caused by the transition from a BDFL model to a more democratized system of decision-making.
In essence, interpersonal relationships were strained when maintainers sought to democratize
leadership roles within their project, after contributors felt their own speed and progress was
limited by the power of the BDFL to veto group decisions and the BDFL resisted change.

4.4 The Labor of Managing and Maintaining Donations of Labor
Those who contribute code to F/OSS projects are donating the products of their labor, but those
donations also generate new work for maintainers. When discussing the subject of what changes
to merge, maintainers of projects with more contributors told us about perceived mismatches in
expectations from non-maintainers who made the proposed changes / pull requests. In these cases, a
non-maintainer added or expanded the code in a way they found useful. They contributed this code
through a pull request, feeling they have generously donated time, effort, and intellectual property.
However, from the maintainer’s perspective, the new pull requests were a heavy obligation, both
in the time to review them and the long-term costs in maintaining this code indefinitely. Wiggins
[133] discusses a similar trend in citizen science as “free as in puppies,” where such donations
commit the recipient to care for it for years, even if the value of the contribution is uncertain.
As such, our interviewees who maintained F/OSS projects with more contributors mentioned

the importance of rules requiring that new code follow certain standards that make the code easier
to review and maintain. Maintainers we interviewed from projects with more rules and procedures
aroundmerging changes told us about cases in which the contributor became increasingly frustrated
with what the maintainer was asking them to do in order to approve the proposed changes. In
some cases, the contributor abandoned their contribution and the project altogether. In addition,
sometimes the pull request perfectly conforms with all rules, but would take the project in a
direction that the maintainers have decided is out of scope, and is thus rejected:

“As a maintainer, you don’t just merge things. You also try to be a thought leader for
what’s happening and why you’re going to go a certain direction or not — and being
able to politely say ‘We don’t want to go that way’ for things you know you don’t want
to. That’s the hardest thing, I think, because you can have situations where someone
is earnestly trying to add something and you don’t want to shut them down, but
sometimes it’s something that was declared you weren’t going to do in this project...”

Because of the open contribution model in which anyone on the web can propose new changes,
the work of being a maintainer of a F/OSS project typically involves a substantial amount of labor
in managing the labor and even emotions of others. For our interviewees, this emotional labor was
one of the more difficult and draining aspects of their position.

4.5 Scaling through automation: continuous integration, build systems, and testing
As projects grew in contributors, “continuous integration” (CI), build systems, and code testing were
ways of automating code review and testing. CI involves automated processes that build a project’s
codebase across multiple platforms, then run pre-written, scripted tests to check if it is functioning
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properly. Automated “linting” practices even check for proper formatting and style conventions
within projects. CI services are directly integrated into GitHub-style platforms, which is one of the
many ways bots and software automation can govern and transform virtual organizations [54, 108].
A 2016 survey found that 40% of the 34,000 most popular F/OSS projects on GitHub use CI, rising
to 70% when examining the 500 most popular projects. [63]
The number of CI tests that are run can be staggeringly large. In the Python programming

language’s standard math library, there are currently 134 different “unit tests” that check the inputs
and outputs of the square root (sqrt) function alone.2 Major software libraries for programming
languages can have tens of thousands of tests, and programming languages themselves can have
hundreds of thousands of tests. These can be computationally intensive, a point we will return to.

For many maintainers of projects at all scales, continuous integration, build systems, and testing
was a major strategy they relied on to automate the labor-intensive and interpersonally-intensive
tasks of code review. This was particularly the case in rejecting code requests:

“The other thing we’ve found is that if the computer tells them it’s wrong, they take that
better than if a human does. So, the more automated things you can do that will catch
low-hanging fruit, the less offense it causes people. So [the] computer says, ‘you’ve
got a tab instead of spaces here,’ they don’t mind that. But if someone tells them that,
they get grumpy about it.”

Maintainers also described CI and testing as a strategy they relied upon to help them manage their
workloads. In several interviews, when we asked about avoiding burnout, work/life balance, or
advice to give to new maintainers, these strategies were the first responses. One interviewee who
helps manage a large ecosystem of projects discussed how they require these kinds of measures for
all projects in that ecosystem, such that “there are packages that I maintain that I have not updated
in two plus years, because things just work. When something breaks, I will get an email.”
Like all automation, these strategies redistribute and generate new forms of labor. Tests must

continually be written and updated, especially when new features are added. Some projects require
that new functions or features cannot be added without also adding appropriate levels of testing.
Those gifts that create labor could be mitigated when they come with testing. As projects become
increasingly complex, however, new kinds of integration tests must be written to check that the
various subsets of the codebase work together. Testing also grows as projects become more inte-
grated within an interdependent ecosystem of projects, all depending and relying on each other.
It is increasingly common for projects to test that proposed changes do not break anything in
other projects in the ecosystem. Although developing and maintaining these CI processes is itself a
labor-intensive process, the work can be distributed to contributors who create automated tests
for the code they write, rather than code reviewers responsible for catching bugs. In this way, it
can help distribute maintainer labor out more widely as the project scales in terms of its codebase,
featureset, contributor base, and interdependence within a software ecosystem.
Yet automation is computationally expensive, which can challenge F/OSS values that privilege

relying on free and open platforms. A 2017 blog post about testing in the Rust programming
language [2] reported that over 126,000 total tests are run for each proposed change/pull request
across 20 different software configurations, with each taking 2 hours of computing time. The post
references that the project only has resources to run one or possibly a few tests at the same time.
Each additional pull request adds to the queue, meaning that contributors may have to wait for days
to see if their proposed change breaks the testing suite. The author describes how longer queues
can lead to conflict between contributors, who all need the CI system to approve their changes
before they move on to the next stage of code review and approval.
2https://github.com/python/cpython/blob/master/Lib/test/cmath_testcases.txt
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The only way for CI in some of these projects to scale up is to use either commercial cloud
computing or a self-hosted server cluster. Contributors are supposed to run the full test suite on
their own computer before submitting pull requests, but it is important for the project to test it
in a wide range of configurations, as well as have a common public infrastructure that verifies
the tests actually passed. GNU GCC, part of the free software movement, maintains their own
distributed “compile farm,” with donated servers hosted by those in the movement.3 Commercial
CI platforms have been growing, including Microsoft’s Azure Pipelines (which runs on Microsoft’s
cloud computing infrastructure) and services from the venture capital funded companies CircleCI
and AppVeyor (which run on cloud computing infrastructure from Google, Amazon, or Microsoft).
These commercial CI platforms often give public F/OSS projects a free single CPU to run a single test
at a time (Microsoft Azure currently gives 10 free simultaneous tests to F/OSS projects), but charge
for more simultaneous tests – a necessity as projects grow in complexity. These commercial CI
infrastructures challenge open source cultures that privilege creating autonomous, freely available
infrastructures using freely available infrastructures, what anthropologist Chris Kelty has called a
“recursive public” [76].

The decision to go beyond the free tier of CI services can be the first time a F/OSS project takes
on a recurring financial expense, driving organizational changes and work. For smaller projects,
free tiers are often sufficient. As projects grow their codebase and contributor base, they have to
decide whether to fundraise to pay for more simultaneous tests or to deal with the strains of not
being able to easily verify that proposed changes do not break the project. For those who fundraise
for more CI resource, this can require projects to add accounting and financial roles (although
events are more often the first time this occurs, which we discuss in a later section). Even the
non-commercial, self-hosted alternative that projects like GNU GCC follow also require dedicated
maintenance roles and the soliciting of donations to fund the self-hosted compile farm.

4.6 Ecosystem work: from interdependence to competition
Onemajor dimension in which F/OSS projects scale is their interdependence on other F/OSS projects,
which can take a variety of forms. First, they can become relied upon as critical infrastructure by
other F/OSS projects. This is especially the case for software libraries, programming languages,
and operating systems. Here, the number of users typically means the number of other developers
building software using the F/OSS project. The chain of cascading dependencies can grow quite
complex: a program may only rely on a few explicitly imported dependencies, but those projects
and their dependencies can make the chain hundreds of projects long.

Maintainers must manage relationships with projects that are both “upsteam” (that they depend
on) and “downstream” (that depend on them). If a project modifies its features, it can break
downstream projects that are expecting this feature to work consistently. This is one common use
for continuous integration, in which a project will regularly test its own functionality on beta or
release versions of upstream projects it relies on. There are many issues that arise in interdependent
software ecosystems beyond these more fine-grained issues around compatibility between new
versions of software. One maintainer shared the difficulties that arose when a project they depended
on began to face internal conflict, which forced them to either pick a side or do additional work to
maintain compatibility with two projects.
Complex and interdependent F/OSS software ecosystems often find themselves needing to

coordinate on high-level tasks and decisions. Conferences and conventions can be a major site
to do this work. Some interviewees even described these ecosystem-level conferences in similar
terms as political delegations, such as referring to a perceived need to send representatives. Some

3https://cfarm.tetaneutral.net/
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have large blocks of time dedicated to open discussions on topics relevant to projects across the
ecosystem. Such ecosystem-level topics include more software-specific issues that would require
consensus to implement new features across an ecosystem, such as issues in such as packaging and
release managers, data types, hardware support, or user telemetry.
Another major, perennial, and often controversial ecosystem-level topic is the proposed con-

solidation of related or competing projects within the same ecosystem. It is often common in
F/OSS ecosystems for many projects to be created that solve a similar problem. There may be good
reasons for multiple related competing projects to circulate in the same ecosystem, but navigating
a crowded ecosystem can be confusing and frustrating for both users and developers. In such
ecosystems, it can be common for someone to suggest there are too many competing packages and
there needs to be a consolidation.
One interviewee shared a case where, during an open discussion session at an ecosystem-level

conference, the maintainer of one project declared that some of the other competing projects in this
ecosystem “needed to die,” seeking to gain support for consolidation then and there. No consensus
was reached, but it raises the issue that high-intensity communicative work and representation at
such meetings becomes a solution to some vying to keep projects alive within an ecosystem, and
to secure funds. A project’s maintainers have can certainly decide to keep their project operating
in an ecosystem that has decided to consolidate around another competing project, but they will
find themselves with fewer and fewer users.

4.7 Growing a Community by Evangelizing
At a developer conference we attended for a particular subset of a F/OSS ecosystem, we observed a
dedicated plenary session for 2-4 minute lightning talks, which were almost all pitches for a F/OSS
project the speaker had developed. Many projects pitched were newer, less-established, and had
not secured spots at the competitive conference, which some speakers noted. Maintainers asked for
others to use their projects, with one explicitly imploring the audience to “rely upon” their project:
to integrate it into their workflows and F/OSS projects. We asked about the role of this ritual: Why
is it important to have a space for maintainers to convince others to use their often-fledgling F/OSS
projects? And why did so many of them take the form of a “rely upon me” pitch, particularly when
their project was not quite yet fully developed?
Our interviewees called these “rely upon us” pitches “evangelizing” and they brought it up

frequently, in response to questions about scaling or even about general strategies for maintaining
a project. In computing in general and F/OSS specifically, evangelizing is widely-used to describe
efforts to sustain and maintain projects by bringing in more people [1, 85]. Maintainers repeatedly
told us how important it was to have fellow contributors and maintainers to distribute the work
and make their project sustainable. A key rationale was that users who rely on projects presumably
become invested in those same projects’ success — particularly when those users are also F/OSS
developers or well-resourced organizations. When a project is used and relied upon by program-
mers and software firms, it gains access to a potential pool of skilled labor and resources. More
contributors and users also make projects appear more successful [5], and thus worthy of funding
by entities who fund F/OSS. Like many startups, projects often signal their credibility through
showing the logos of well-known companies and universities that rely on their projects on their
websites.

The tasks which constitute this vast domain of evangelizing can include: developing social media
accounts for F/OSS projects, maintaining educational resources and documentation, building and
updating websites with F/OSS project information, moderating and building Q&A sites and forums,
and giving talks at meetups, conferences, companies, and schools. The promotional communica-
tional, educational, and evangelical activities done by maintainers F/OSS lay the conditions for
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further expansion and infrastructural change — and more maintenance work. Some interviewees
said they deeply enjoyed evangelizing work, while others described it as an exhausting task outside
of their expertise. We also heard that highly-visible evangelizer-maintainers can receive personal
credit for all the group effort in a project. This Matthew effect [93] of accumulated status can
generate tensions in the project, even if they do not intend for this to happen and actively work to
elevate other contributors and maintainers.

4.8 Building and Maintaining Relationships: Meetups and Events
It is common for F/OSS projects to hold in-person meetups and events, often to get new and/or
existing contributors together to accomplish work and build relationships. These events vary
widely, from conferences to hackathons to happy hours. Our findings align with existing work
that has also found these events play a critical role in developing trust and maintaining positive,
lasting social relations [90, 91, 105]. Maintainers described in-person events as having an essential
function and critical value in helping maintainers build good relationships, which helps them
better understand each other in virtual environments [26]. Several longtime maintainers of major
projects told us stories of their first F/OSS event, which they claimed inspired them to get even more
involved in F/OSS in a way that years of online conversations had not. Past work has described the
gendered labor women take on to organize events that often goes unacknowledged when technical
contributions are valued above social and organizational work [92], which our participants also
reflected upon.
Projects with many contributors, resources, and institutional connections often run their own

major conferences, while smaller projects often meet up in more ad-hoc events. Smaller projects
also rely on ecosystem-level conferences, in which those from various related projects (e.g. those
written in the same programming language or that serve similar purposes) organize collective
events. These ecosystem-level conferences often have dedicated periods for projects of various
sizes to hold their own events. As projects grow the number of contributors, many move from
holding satellite events before or after major F/OSS conferences to their own conferences.

In both our interviews and our observation of these events, we found that maintainers were often
key organizers at events for smaller projects, although many larger projects with more capacity
to fundraise hire dedicated event organizers. Projects that make connections to companies or
universities often get in-kind donations of space and event organizing labor. Major projects with
many users, contributors, and maintainers hold events that are more like trade conventions, with
thousands of attendees and high competition for speaking slots. Some companies even specialize
in hosting F/OSS conferences on behalf of projects. The companies then take a portion of the
registration fees, which for larger projects can be over $1000 USD.
Interviewees told us it was often easier to get companies to fund events than anything else

– testing infrastructure, time for labor, or the other costs that can accrue for a project. Many
ecosystem-level F/OSS events are directly sponsored by companies that either rely extensively on
F/OSS projects or are business arms of F/OSS projects. Maintainers discussed the labor associated
with events as projects scale, as holding events for more and more people becomes increasingly
difficult and costly.We also heard strugglesmaintainers facewhen the project has users, contributors,
and maintainers across the world, which is another form of scaling that is often seen as a key
metric of success. In-person events for a global community require more work, skills, and resources,
including tasks like visas and fundraising for travel grants.

Some maintainers we interviewed shared how they spent significant amounts of their personal
money on events they organized, particularly when funding promises fell through or when costs
exceeded budgets. While expenses were sometimes reimbursed through donations, the actual labor
of organizing events was less likely to be compensated or recognized. Some maintainers took issue
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with restrictions from donors who would not fund stipends or even travel funds for those in their
projects who organized an event, even if excess funds were available for expenses such as attendee
travel, venues, and catering.

4.9 Funding, finances, and donations
Funding, finances, and donations were a major topic in our interviews, which has become the
widely-discussed in broader public conversations in F/OSS. Our interviewees described funding as
a way to compensate for labor already performed in maintaining F/OSS projects, as well as to pay
contributors to perform tasks that are not done voluntarily. However, we found that fundraising
and fund management itself can involve substantial amounts of unanticipated and specialized
labor, including seeking funding, writing proposals and budgets, accounting, reimbursements,
and managing relationships with funders. There is a strong parallel here to other non-profit
sectors, including academic research, charities, and political organizations, where the work around
funding can become a substantial fraction of the work performed in maintaining an organization.
In academic research, however, scientists learn through their training that running a lab means
maintaining a funding pipeline through networking, applications, and rejections [96]. Maintainers
not trained in this system can be caught unprepared by the mismatch between their vision for the
project and the reality of getting funding. Even for those who do not receive funding, the mere
availability of potential funding can shift maintainers’ and projects’ conceptions of what F/OSS is
and how their life and work fits into it. Funding can also push projects to develop more formal
organizational structures, which in some cases can be at odds with their existing governance style
and ethos.

4.9.1 Fundraising for maintenance: patronage and business models. We found two general ap-
proaches maintainers took to funding: patronage models and business models. In patronage, main-
tainers solicit donations or grants, while business models involve a range of strategies to sell services
on top of F/OSS projects. While it may seem more obvious that building up a business involves a
substantial amount of work and start-up costs, patronage models also can involve massive work in
getting patrons and maintaining a good relationship with them. Companies, foundations, govern-
ments, and individuals all donate, but can have idiosyncratic processes around those donations.
Managing the patron relationship can be a complex task as projects gain more patrons, particularly
if patrons have contradictory expectations.

In our interviews, maintainers for projects that had funding to regularly hire multiple full-time
employees expressed a common sentiment: they found themselves doing less and less work on the
software project itself, and more and more work on seeking funding and managing the project.
While we especially saw this with maintainers of large-scale projects in academic settings, we also
encountered it in non-academic projects. Interviewees who actively sought grants and patronage
told us that both grant agencies and other patrons often only fund novelty and new features, not the
necessary upkeep, repair, security, and compatibility work. Maintainers struggle with producing
the visions of novel innovation needed to get funding, which is a common theme in scientific
cyberinfrastructure [9] and public works [39, 112].
This work around soliciting funding is not just about the raw amount of time or energy that

maintainers spend trying to write proposals or find interested donors. There can be a heavy personal
burden when maintainers become responsible for the livelihoods and careers of real people they
have hired. One of our interviewees — an academic researcher whose grants fund employees to
work on F/OSS — explained how getting funding can create an obligation to continue to get funding,
to keep supporting people they hired. We particularly heard this in more academic-aligned F/OSS
projects, where hiring graduate students or postdocs to work on F/OSS projects is common.
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4.9.2 Money changes everything: the labor of spending. Once funding has been obtained and money
is in some kind of account, the question of distribution and governance arises. Smaller projects
grapple with learning how to navigate non-profit and for-profit laws around hiring, accounting, and
taxes, requiring the project to bring in more kinds of expertise. As projects fundraise, maintainers
can find themselves with obligations to expand their decision-making to include funders or those
chosen by funders. This can be informal for smaller projects, but become more explicit as projects
scale their fundraising. For example, the Linux Foundation has a Platinum membership level that
costs $500,000 USD annually, and its corporate charter holds that about 80% of its Board of Directors
are chosen by the Platinum members [50].

With projects that receive grants from more traditional foundations (whether private or public),
the grant proposal already specifies how the funds will be spent. However, many projects receive
more ad-hoc funding from donors who do not require extensive budgeted proposals, especially
those that solicit funding through Patreon-style platforms like OpenCollective or GitHub Sponsors.
As one maintainer explained, getting the funds was the easiest part:

“...we created an OpenCollective, and a bunch of companies have contributed to it, but
we didn’t really address the issue of how to disburse the funds. [...] No real system for
figuring out how to spend it. [...] Do we pay them [contributors] money for that one
pull request that they did? [...] The problem doesn’t solve itself just by the existence of
money that’s available for the project. There still has to be a mechanism and a policy
for, like, distributing it among the people on the project.”

The introduction of money into the project can bring the social relations of collaboration
into conflict with labor and trade agreements. F/OSS projects often try to hire their long time
volunteer contributors, no matter where they live. This means navigating through labor laws,
varied immigration statuses, banking networks, or sanctions, which can be far more restrictive
for some kinds of contributors than it is for others. Funding, then, transforms the structure of the
organization, the possible formations of open source community, and what kinds of collaboration
can sustain the maintenance of the project.

5 DISCUSSION: LABOR AND SCALE IN MAINTAINERSHIP
Our findings speak to two distinct but linked issues in F/OSS: labor and scale. Before we discuss
more specific implications of our findings, we reflect about what we mean by the multi-faceted
term “scale.” Through our interviews about topics of labor, it became apparent that scale was clearly
important, introduced by interviewees in response to a wide range of questions about many different
aspects of their work and positions. Based on our interviews, “scale” can refer to: the number of
people who use the software; the use of the software within large and/or prestigious organizations;
the number of contributors or maintainers in the project; the number of bug reports, issues, and/or
proposed changes made; the geographic distribution of users, contributors, and/or maintainers;
the amount of rules and governance procedures; the number of communication channels used;
the amount and/or rate of internal and external communication; the size, complexity, or features
of the software code; and the interdependence of the code within a broader software ecosystem.
Scale was also invoked as a more holistic feeling, particularly from those who described how
they felt their project had grown too much too fast, making scale closer to a signifier of affect, as
[123] also describe. Our findings advance work that interprets scale as a multidimentional quality
beyond the number of users/participants [81], and methodologies that use participants’ multiple
understandings of scale as an analytic resource [86, 105].
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Table 1. Summary of forms of work with examples of how they change as F/OSS projects scale.

At smaller scales At larger scales

The
maintainer(s)

Solo or lead maintainer who makes
all or most decisions, often by doing
most of the work on their own.

Many maintainers with various divi-
sions of labor, hierarchies, and orga-
nizational structures.

User
support

An opportunity to retain and recruit
new contributors. Work is ad-hoc.

An overwhelming flood. Work has
established rules, teams, and triaging.

Managing
software
development

Governance is often implicit and led
by a lead/solo maintainer, who ac-
cepts or rejects all proposed changes.

Governance is often explicitly dis-
cussed, with a variety of formal rules
and structures for decision-making.

Code review
and testing

Either no automated tests or
lightweight tests managed by the
lead/solo maintainer.

Widespread use of tests to review
proposed changes and enforce rules.
Managing testing is a dedicated role.

Ecosystem-
level work

Projects may rely on other more-
established projects and have to
adapt to changes made “upstream.”

Projects are embedded in an interde-
pendent ecosystem, which must co-
ordinate to ensure compatibility.

Evangelizing A crucial task to get new users and
contributors. Lead/solo maintainer
must work to get speaking spots.

Maintainers are routinely invited to
speak at conferences and prestigious
organizations, some are celebrities.

Meetings
and events

Smaller events focused on growing
the user and contributor base, of-
ten organized by the lead/solo main-
tainer with little financial support.

Larger events that let contributors
and maintainers coordinate and build
relationships. Dedicated organizing
roles with financial support.

Funding and
finances

Small to non-existent. All work is un-
compensated, but projects may re-
ceive donations for small expenses.

Routine and successful enough to
hire contributors, maintainers, and
accountants. Debates over how to
raise and spend funds.

5.1 As projects scale, work not only increases, but fundamentally changes
As we summarize in Table 1, various kinds of work and positions of labor in F/OSS can become quite
different at smaller and larger scales. Our findings extend prior work that investigates the different
modes of scaling in technologically-mediated organizations and scientific cyberinfrastructure
[3, 9, 75]. These similarities are potentially due to the fact that many F/OSS projects are also relied
upon by decentralized communities (including science), where well-resourced user organizations
and grant agencies contribute to their development and maintenance in a more ad-hoc fashion.

Carr and Lempert discuss how scale is not merely a matter of existing activities being amplified,
but of work being fundamentally transformed by scale, because scale is deeply linked to power
relations [123]. As F/OSS projects grow across many different understandings of scale, we showed
how the kind of work involved in maintaining them also changes. For instance, in the findings
we referred to an interviewee who shared how the growth of contributors to their F/OSS project
necessitated the formalization and democratization of leadership positions when the “benevolent
dictator” model was no longer sufficient, because it required all decisions to be approved by one
person.
It is not simply that as projects grow, there is more work to be done, although this is also the

case. New kinds of work are often needed and existing kinds of work become transformed. For

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW1, Article 175. Publication date: April 2021.



175:18 R. Stuart Geiger, Dorothy Howard, & Lilly Irani

example, for a project with few users, providing user support to someone who raises an issue
can be an exciting opportunity to grow the userbase. The sole maintainer likely does this work
themselves, and has the capacity to attend to individual concerns. As F/OSS projects gain thousands
or even millions of users, maintainers often must implement distributed approaches, like directing
questions to Q&A sites or forming teams who solely triage the issue queue. This is also the case
with continuous integration (CI), where when projects grow their codebase, interdependence, and
contributors, more tests must be run, which exceed the free allowances of commercial CI offerings.
This may initially seem to be a purely “technical” challenge, but raises questions about fundraising
and organizational roles.
The CI example also illustrates the deeply socio-technical nature of work, which has long

been an established concept in CSCW and organization studies [7, 98, 109, 134]. Our findings
extend the literature on how maintenance and repair practices are bound up in social relationships
[37, 66, 71, 72, 99, 111, 121]. One way of understanding this implication is that there is no “purely
technical” work in F/OSS that only requires software engineering expertise, as all forms of work
have interpersonal and organizational dimensions, even if those are often implicit.

5.2 Scalar labor: What is needed to grow in many directions?
Many F/OSS projects have a small user base and do not grow beyond a single maintainer-contributor
[42], but as the prior section discussed, those that do become widely relied upon as infrastructure
must be maintained with increasingly more work and different kinds of work. When this occurs,
the maintainer(s) must constantly ensure there are enough people available and willing to work on
what the project needs. Those people must also have the skills, resources, institutional knowledge,
and organizational forms necessary for them to do that work well. We introduce the term “scalar
labor” to describe these kinds of work that seek to ensure the project has capacity to meet its
many growing needs, across the many dimensions in which the project may scale. We use “scalar”
primarily as an adjective form of scale, but its mathematical meaning as magnitude without a
specified direction can be an apt metaphor in F/OSS, particularly for projects that achieve what
one interviewee called “catastrophic success.”

The concept of scalar labor overlaps with Ribes’s focus on “scalar devices” [105] in his studies of
scientific cyberinfrastructure, which are the tools and practices that people in organizations use
to understand and manage the size, scope, and spread of the organization. These include surveys,
all-hands meetings, analyses of logs and digital traces, and other “little technologies of community.”
Like other works on scaling, Ribes discusses the many heterogeneous dimensions that people tend
to compress into the single term. While Ribes’s article is more methodologically focused on how
ethnographers can study such organizations through scalar devices, we also found many of the
same empirical findings in our ethnography of a similar kind of process, in a different set of social
worlds.

In both F/OSS and scientific cyberinfrastructure, there can be a prevalent assumption that scaling-
up is an inherent good, which is rewarded by funders who support projects that demonstrate
successful scaling. Ribes also discusses how it can be far more difficult to manage projects as they
seek to scale-up, particularly when scaling into becoming infrastructure for an entire academic
discipline. Ribes’ "scalar device" is what sociologists call a sensitizing concept [11] that draws our
attention more to knowing what scale an organization is at now, what it could be at in the future,
and how those within it know the organization. Scalar labor, by contrast, draws our attention more
to how this work transforms with a changing organizational, economic, and institutional context.
Labor also calls attention to who does this work, who is recognized for doing this work, what it
costs them, and how they are compensated or made whole for doing it.
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Scalar labor is also related to Strauss’s concept of “articulation work” [119], which Gerson
summarises as “making sure all the various resources needed to accomplish something are in
place and functioning where and when they’re needed” [58]. Bietz et al.’s study of scientific
cyberinfrastructure [9] introduces a related extension of articulation work in “synergizing,” which
is the work of creating and maintaining a common field where quite different kinds of people,
organizations, and systems can do articulation work. Synergizing calls our attention to how this
work is impacted by the heterogeneity of interdependent people, organizations, and systems that
must be coordinated, which was also certainly a theme in our findings. By emphasizing the labor
dimension of F/OSS, scalar labor covers a similar range of activities as synergizing, but draws our
attention to how this work is specifically impacted by the heterogeneity of different dimensions of
growth, of which interdependence is but one mode of scaling.
Like articulation work and synergizing, scalar labor is complex and interdependent. A prime

example of these phenomena is raising funds to host an event to evangelize to new users, who
would then be mentored into contributors, who would then respond to bug reports and fix identified
issues, and may even become mentored into maintainers themselves. In this example, a traditional
software engineering firm that made money from selling licenses or services would simply hire
someone directly to respond to bug reports and fix such issues. Some F/OSS projects with significant
fundraising capacity do exactly this, which can relieve major burdens. However, most projects
we encountered could only recruit volunteers, because they cannot charge for the free software
and also struggle to achieve the status that would help them fundraise. In either case, the concept
of scalar labor draws our attention to how growth is not sought for its own sake, but rather as
a strategy to build capacity so that important maintenance work can be done. Yet because this
growth itself can bring more and different kinds of work, even more growth may be needed to do
that work.

Also like articulation work and synergizing, scalar labor is a useful concept for studying F/OSS
(and other organizations that produce and maintain infrastructure) because it includes interpersonal,
organizational, and financial skills that are often far outside of the scope of a traditional engineer’s
duties — even though it is done to improve the project’s capacity to do traditional engineering
work. Yet this work also often requires project-specific knowledge and the trust of contributors,
which makes it difficult to delegate. This work can becomes what maintainers call “governance” – a
longstanding topic in F/OSS research (e.g. [87]. Yet despite such a focus on governance, governance
work is rarely analyzed as a form of labor, perhaps because it is seen to be more about organizational
forms or decision-making. Kelty [76] is notable exception as he details how free software projects
often make and enact governance decisions through software engineering, and they recognize those
engineering decisions as constituting social values. The concept of scalar labor calls our attention
to governance as a form of labor, which can be as much of an an exhausting, uncompensated, and
invisible burden as it is the exercise of power.

5.3 Scalar debt and the consequences of ’catastrophic success’
The concept of scalar labor leads to a related issue: many projects that become widely relied upon
accumulate what we call “scalar debt,” a term we introduce based on the concept of “technical
debt” [33]. Technical debt refers to engineering decisions that initially help a project advance or
expand quickly, but at a cost that must be ‘paid back’ later with even more work than was initially
saved. Projects that grow rapidly and achieve what one interviewee called “catastrophic success”
struggle in that they have not done enough scalar labor; that is, their growth in users has not led to
a growth in the project’s capacity to maintain itself at this new scale. Paying down this scalar debt
then comes at an immense cost to the maintainers, which in contemporary F/OSS parlance, is often
referred to as finding a working “sustainability model” — a way to recruit new volunteers or raise
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funds to hire contributors and maintainers to do work that is currently backlogged. This focus
on the present is different from how “sustainability” is discussed in scientific cyberinfrastructure,
where it usually refers to questions about whether the infrastructure will persist in the long-term,
often future decades [106, 107].
Scalar debt also is related to how F/OSS projects tend to develop management and governance

structures on an ad-hoc basis over time, rather than preemptively plan these out before they are
needed. This ad-hoc or “spontaenous” [35] governance model is common in F/OSS, as well as other
peer production platforms [17, 125]. Researchers and practitioners in F/OSS have identified this a
key strength [21, 131] — with some comparisons to the now-dominant Agile software development
methodology [52, 130]. This ad-hocness in F/OSS has also been described as a product of shared
ideological and cultural commitments, whose members may object to formalization and instead
value autonomy and more distributed governance models [27, 35].

However, this ad-hocness is also related to the resources and labor available to projects in the
mostly-voluntary peer-production model that the F/OSS projects we studied began with. In our
interviews, maintainers told us their concerns around how such formalization and bureaucratization
can take substantial time, energy, social capital, and risk, meaning that there are very good reasons
why a project may not want create such structures unless it is absolutely apparently necessary.
However, one key case of scalar debt we encountered in multiple interviews was around Codes of
Conduct and other moderation mechanisms, which have become particularly central to discussions
of diversity and inclusion in F/OSS [38].
It can be difficult to know when a project is taking on scalar debt, although once this becomes

apparent, maintainers described how they were living in a constant state of incipient crisis, over-
work, or burnout just to keep the projects from falling too far backwards. Ironically, when projects
are in this state of “putting out fires,” more work must be done to get and manage resources
necessary to help put out those fires, whether this involves recruiting and mentoring new volunteer
contributors or raising funds to hire employees. The success of these sustainability approaches
are not guaranteed: volunteers can leave, patrons can withdraw support, grants can be rejected,
and business models can fail to be profitable. For maintainers in the overwhelming ‘putting out
fires’ state, it can be a difficult choice as to whether they spend their scarce time and energy on an
unproven strategy to leverage more resources for the project, versus spending that time putting
out the fires currently flaring up. As [123] and [105] also discuss in non-F/OSS contexts, projects
have to continuously recalibrate what scale they are currently at, which also can be an uncertain
and labor-intensive task.

5.4 Scaling into becoming critical infrastructure for well-resourced organizations
This issue of scalar debt leads to a related issue that becomes apparent when a project scales into
becoming relied upon as critical infrastructure by well-resourced organizations, from for-profit
companies to universities to governments. As we previously reviewed, entire sectors of the global
economy are now reliant on F/OSS projects. We use the term “labor” intentionally in this paper,
which calls attention to how this work is part of the economy, contributing to the production
and distribution of goods and services. In contrast, earlier work on F/OSS often emphasized the
voluntary, altruistic, and alternative nature of this work, framing these projects more as communities.
While the rising commercialization of F/OSS as a movement is a long and well-studied historical
trend over the past two decades [10, 47, 77], we find that contemporary projects which begin as
more voluntary, peer-production efforts can similarly transform as they scale. Early on, many
smaller and more voluntary F/OSS projects seek to be relied upon, especially by large, well-known
tech companies and universities, who can directly or indirectly help support the project. This can
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bring not only users (who may become contributors), but also prestige, connections, a pittance of
donations — that is, cultural, social, and financial capital [13].
Yet several maintainers we interviewed described it as “blessing and a curse" to be relied upon

by organizations that build their products on their projects. The companies benefited from their
labor, but often did not offer resources or labor in return. We often heard how being relied upon
in such a manner adds more work that is also more difficult; that software engineers at elite
user organizations can be especially demanding and entitled. Maintainers must respond to these
elite users in ways addressed in studies of emotional labor, that is, in managing the emotions
of others [65]. Many such user organizations are “free riders” who do not contribute back. Even
when some corporations contribute back to F/OSS, they can do so in ways that place additional
demands on maintainers, by demanding additional code review or asking F/OSS contributors to
managing relationships with patrons. These are all ways in which becoming critical infrastructure
for well-resourced organizations can increase and transform the work of maintainers, even as it
brings users, resources, and prestige.
Another issue that arises is that becoming relied upon as infrastructure by others can make

maintainers feel morally responsible for whatever products are built using their projects. Some
described becoming disillusioned or burned-out specifically because they began their project
imagining it would be used by those who could not afford commercial alternatives, but found it was
more used by companies to lower their own costs. Some even expressed that they had to wrestle
with how their projects were used as part of products the maintainers believed were unethical or
harmful. These frustrations are compounded by maintainers’ frustrations that the wealth derived
by companies relying upon their technologies does not get shared with maintainers/contributors,
evidencing an inequitable form of extraction. The activities around mentally working through such
issues can also be seen as a form of both invisible work and scalar labor.

5.5 Scaling and the dynamics of hypervisibility
Scale impacts maintainers’ personal identities and relationships to broader publics. While much
prior literature on maintenance and infrastructure in other sectors (e.g. power plants, transportation,
commercial software) discusses maintenance as relatively less-visible and less-recognized work
[39, 112, 118, 121], the centrality of maintainers as leaders of F/OSS projects leads to a different set
of issues. Much of F/OSS work is done in public view because of the open nature of F/OSS work
and especially the dominance of all-inclusive public code collaboration platforms like GitHub. As
discussed in the sections on user support and proposed changes, maintainers can receive a deluge
of requests from users and contributors, all of which are visible on the public web. Under public
scrutiny, maintainers engage in the communicative labor of tracking management, emotional labor
of user and contributor response, and, in sum, the production of the optics of a successful project.
Maintainers of projects that have achieved massive success and scale — that are widely relied-

upon and/or have a large contributor base — can achieve a kind of “microcelebrity” [89] status,
a term originally from studies of social media. Eghbal compares F/OSS maintainers to content
creators on Youtube or Instagram, particularly those who earn a quasi-independent living through
patronage [42]. We found that some maintainers grow into microcelebrities, fueled by the dynamics
of social media and technology standardization. Such maintainers have hundreds of thousands of
followers on social media sites like Twitter, write widely-read blog posts on the state of F/OSS, and
are flown to speak at major conferences and companies. Such maintainers can play a major role in
conflict resolution and governance issues on public platforms such as mailing lists, particularly
when the governance model is more ad-hoc. These influential leaders can become substitutes for
the reorganization of project decision making and conflict resolution – a case of scalar debt.
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Evangelizing can reinforce this trend towards hypervisible microcelebrity maintainers, such as if
an already famous maintainer is invited to give talks at F/OSS conferences to thousands of people,
or flown out to give talks at companies and universities, which makes them even more famous.
Funding, patronage and business models benefit from more famous figureheads, as well as often
require that a single individual is the designated Principal Investigator on the grant or CEO of the
business arm. Some microcelebrity maintainers told us they have to actively work against these
dynamics, such as by sending others in their place when asked to speak at conferences.

Yet there still are forms of invisible work for the hypervisible. Such maintainers routinely receive
torrents of unsolicited e-mails and private messages, from lavish praise to harassment. Much work
also takes place outside of public code platforms, like writing grants or conflict resolution. Precisely
because of their microcelebrity, these maintainers can be called in to adjudicate disputes behind the
scenes. These findings suggest that maintenance labor is not always invisible; it can be hypervisible
and highly valued. Given the dominant framing of maintenance and infrastructure as invisible
work, [60, 117, 129] we urge future research into this intersection of issues.

6 CONCLUSION
The focus of this paper has been on the intersection of labor and scale in the context of maintaining
F/OSS projects, but our findings contribute to understanding challenges faced by people engaging
in a variety of types of collaborative work to build common information resources while simultane-
ously developing organizations and governance structures. In our interviews, maintainers described
being burned out by changes in what was expected of them fundamentally changed as projects
scaled. These interviews were rich with insights into the deep and varied commitments of F/OSS
maintainers, but also the emotional toll doing F/OSS work can take. Our findings have a wide import
for discussions of governance, leadership, and sustainability, in socio-technical systems, including
crowdsourcing, citizen science, scientific cyberinfrastructure, and crisis informatics. Particularly,
our focus on labor - and people’s reactions to changes in their labor - can help build awareness of
how infrastructure sustainability is tied to the long-term well-being of maintainers as individuals
and in their communities.

6.1 Limitations
Althoughwe attempted to recruit a diverse group of participants for our interviews—with particular
attention to the type/size of F/OSS project they worked on, employment, and geography — our
findings are limited by the number of interviews we conducted and our recruitment methods. We
have mostly studied projects that have been relied upon by others as infrastructure and began as
volunteer projects, so our findings do not speak to overwhelming majority F/OSS projects that
are developed and used by a single person but released publicly, as well as to entirely corporate-
developed F/OSS projects. We have also sought to capture a kind of longitudinal view by focusing
on maintainers, some of whom have long histories of involvement. A more traditional longitudinal
study would capture these issues of scale with even more depth. Like in all interview-based
studies, memories may be less accurate, so this study could be complemented with more detailed
contemporaneous methods of capturing the work that maintainers do day-to-day, from participant-
observation to diary studies to analyses of trace data.

We also acknowledge how we are implicated in the same kinds of systems of F/OSS sustainability
as our participants. All authors have direct participant experience in F/OSS projects as contributors
or maintainers, which gives us a sensitivity to these topics, but also means that we can lack some
analytical distance that some strands of social science value. In particular, the fact that we were
funded to study these issues by non-profit foundations that are also direct funders of F/OSS projects
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— which was public knowledge that we disclosed prior to our interviews — may impact the kinds
of responses we received.

6.2 Recommendations and future work
Contributors and maintainers might better manage difficulties posed by scale if they regularly have
conversations about what responsibilities entail, howmuch time and effort that work takes, and how
the distribution of workloads and resources should change when the project changes. Maintainers
may benefit from explicitly acknowledging when scalar debt is being taken on, as is sometimes
commonly acknowledged when technical debt is being taken on. Focusing on these questions of
scalar labor brings to light how scale is not always a universally good thing — even though there
are broad pressures on projects that equate scale with success, as [105] also discusses in science.
The benefits of scaling and success many also not be equitably distributed, as we discussed around
the less visible and more gendered labor of event organizing, versus the dynamics that lead to
microcelebrity maintainers. Finally, because efforts to build capacity and reduce the burdens of
maintenance work itself can compound the amount of work to be done, funders and donors can be
mindful of the opportunity costs that projects spend in soliciting resources. This can involve more
lightweight funding mechanisms that require less up-front work on the part of maintainers and
project leaders.
Many areas in this paper might be expanded in future work. Specifically, we are interested

in unpacking the effects of corporate reliance on F/OSS projects on maintainers’ working and
emotional lives. Although we brought in value misalignment as one way to interpret maintainers’
reactions when corporations took but didn’t give back to F/OSS, we believe more work can be done
in this area to understand the political economy of value misalignment and the effects of corporate
reliance on maintainers’ mental health and well-being. This might involve conducting additional
interviews that focus on projects’ growth trajectories or focusing on projects that experienced the
’catastrophic success’ gestured to in the discussion. Further exploring these areas might contribute
valuable and actionable insights to improve F/OSS sustainability.
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